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1 Using the software

1

1

Preprocessing

We proceed in three steps:

i)

i)

iii)

Read in the data. We have prepared an AffyBatch object called abo.w, fea-

turing ten .cel files:

> library(docval)
> data(willenbrock)

> abo.w

AffyBatch object

size of arrays=448x448 features (15694 kb)
cdf=HG-Focus (8793 affyids)

number of samples=10

number of genes=8793

annotation=hgfocus

Preprocessing using rma

> exs.rma
> scl.rma

wrap.val(abo.w[, -10], method = "rma")
preproc(description(exs.rma))$val

Preprocessing using vsn

> exs.vsn
> scl.vsn

wrap.val(abo.w[, -10], method = "vsn")
preproc(description(exs.vsn))$val

1.2 Building the classification rule

A classification rule is derived using pamr. The function pamr.fil is a simple wrap-

per, performing model selection based on crossvalidation-error.

>
>
>
>

source("../../R/pamr_fil.R")

labs = ((as.numeric(pData(abo.w)$IMMUN == "T") - 1/2) * 2)[-10]

sig.vsn = pamr.fil(exs.vsn, labs, fil = FALSE)
sig.rma = pamr.fil(exs.rma, labs, fil = FALSE)

1.3 Documentation by value

We document the classification rules by value: The signature, together with the
data-dependent scale information, is stored in a binary format for later application

to external samples:



> sig.byval.rma = list(sig = sig.rma, scl = scl.rma)
> sig.byval.vsn = list(sig = sig.vsn, scl = scl.vsn)

When publishing the signature, the file "sig_byval_rma.rdat" or "sig_byval_vsn.rdat"
need to be made available on supplemental web-pages.

1.4 Diagnosing an external patient

We diagnose an external patient (external_patient.CEL.gz). Again, we proceed
in three steps:

i) Read in the data. For convenience, we take the left out patient.
> abo.extrnl = abo.w[, 10]

i1) Add-on preprocess the data, transforming it to a study-consistent scale. The
function wrap.pag.add utilizes the results from the theory section. In order
to do that, data-dependent information stored with the signature has to be
retrieved.

> exs.extrnl.rma = wrap.val.add(abo.extrnl, sig.byval.rma$scl,

+ method = "rma")
> exs.extrnl.vsn = wrap.val.add(abo.extrnl, sig.byval.vsn$scl,
+ method = "vsn")

i1i) Predict the class labels of the external patient, using the classifier derived
beforehand:

> diag.rma = sig.byval.rma$sig(exprs(exs.extrnl.rma))
> diag.vsn = sig.byval.rma$sig(exprs(exs.extrnl.vsn))

2 Concepts

2.1 Documenting quantile normalization for add-on prepro-
cessing (rma)

Assume we have p probes and n arrays. Let X be the p x n background corrected

probe-level expression matrix on log scale. Let P be a the permutation sorting the

columns of X and P! its inverse. Then the quantile normalized version X of X
is obtained via:

X =P H(PX)) ,

where 1 is a n X p matrix with all elements equal to 1/n. Further on, let p be equal
to the first column of (PX)1 and let * € R? be an external array. If P, is the



permutation sorting the entries of @, the add-on-quantile-normalized version of @
consistent with the study is given by via

z="P, (1)

Since P, depends on @ only, quantile normalization is fully documented by p.

2.2 Documenting the variance stabilizing transformation for
add-on preprocessing (vsn)

Let X be a raw probe-level p X n expression matrix of p probes and n samples.
The model of Huber et al.[I, [3] relates a random variable Xy, (k = 1...p and
i = 1...n) stochastically with the true abundance pu; for probe k, given probe k is
not differentially expressed:

arsinh(a; + Xpib;) =: hi(Xgi) = i + €xiy  €x, ~ N(O,cz) : (1)

Here a; € R, b; € R, and ¢ € R, are unknown parameters. Huber et al. [2] explain
how to estimate these parameters, together with p, and ¢ from the data at hand.
In the main paper, this method is referred to as the vsn method.

Assume vsn normalized internal data is at hand. That is, for n arrays we have
normalized expression values {h;(z)}, with i = 1...n and k = 1...p, and cor-
responding parameter estimates {(a;,b;)}. Further on, a set K of not differentially
expressed genes has been specified. We also have the estimates of the i for each
gene k € K, as well as estimates of the variance of the residuals in Equation (/1)):

1 - ~2 1 7 ~ N2

Given an external (n + 1)-th sample {z}}7_;, we want to transform it to the scale
determined by the n core arrays. By employing the same stochastic model as for the
core data (Equation (1)) and plugging in available estimates, we get the following
model for the new sample:

arsinh(a, 1 + bp1 X7) = jin + €, €~ N(0,¢%) for ke K.

Maximum likelihood estimators for the parameters a,,.1 and b, are available as

(dn+1,l;n+1) = argmin Z 202 Zlog@ h(z%))

(a,) kek kek

and can be calculated numerically. The estimates are completely determined by the
fi;;, ¢ and measurement values on the external array. So is the variance stabilizing
transformation h(z}) = h(dps1 + bnsra?) bringing the (n + 1)-th sample to the core
scale. Therefore vsn normalization is fully documented by {ﬂk}L’i'l and ¢.



2.3 Documenting an additive model of probeset summary
for add-on preprocessing (rma,vsn)

Let X be the p x n background corrected and normalized probe-level expression
matrix on log scale. Let X® be the submatrix indexed by the probes belonging to
probe set k across all arrays. Then an additive model assumes
X\ =pi+gite |

where p; is a probe specific effect and g; represents the abundance of mRNA of gene £k
in array j. p; and g; can be estimated by a median polish procedure [4]. In that case,
median(a:(’“) — ﬁ(k)) denotes a study-consistent estimate of the expression of gene k,
given the external array @. p* is the vector of estimated probe effects associated
with probeset k, and ® is the vector of normalized expression values of the same
probeset. That is, the additive model is fully documented by keeping track of the
probe effects p; for all probes ¢ on the array.
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